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Abstract

A variety of techniques used to obtain the mechanical properties of materials at high rates of strain
(X10 s�1) are summarised. These include dropweight machines, split Hopkinson pressure bars, Taylor
impact and shock loading by plate impact. High-speed photography, particularly when used in association
with optical techniques, is a key area and recent advances and applications to studies of ballistic impact are
discussed. More comprehensive bibliographies and a fuller discussion of the history may be found in earlier
reviews published by us in 1994, 1998 and 2001 (J Phys IV France 4 (C8) (1994) 3; Review of experimental
techniques for high rate deformation studies, Proceedings of the Acoustics and Vibration Asia ’98,
Acoustics and Vibration Asia 98 Conference, Singapore, 1998; Review of experimental techniques for high
rate deformation and shock studies, New Experimental Methods in Material Dynamics and Impact,
Institute of Fundamental Technological Research, Warsaw, Poland, 2001).
r 2004 Elsevier Ltd. All rights reserved.
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1. Introduction

This paper updates previous review articles published by us on the topic of high rate studies of
materials [1–3]. A fuller discussion of the history of the subject may be found there. Fig. 1 presents
a schematic diagram of the range of strain rates (in reciprocal seconds) that are typically of
interest to materials scientists. They span 16 orders of magnitude from creep (over periods of
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years) to shock (nanoseconds). Conventional commercial mechanical testing machines cover the low
strain rate range up to around 10 s�1. Dropweight machines are also available commercially and
standards have been written covering their design and use in the strain rate range 10–1000 s�1.
Historically, machines for obtaining mechanical data at higher rates of deformation have tended to
be confined to government or university laboratories, but recently some companies have been ‘spun-
off’ to market items such as split Hopkinson pressure bars (SHPBs) and plate impact facilities.
One very important transition that this figure shows is that from a state of one-dimensional (1D)

stress to 1D strain. The strain rate at which this occurs depends on the density of the material being
investigated and the size of the specimen: the larger the specimen and the higher its density, the
lower the transitional strain rate [4,5]. Examples of the effect of strain rate on mechanical properties
combined with the transition from 1D stress to 1D strain are given in Fig. 2. The transition is due to
inertial confinement of the material as may be seen from the graph presented in Fig. 3.
Because it is necessary to have about 1000 grains or crystals in a specimen for it to be

mechanically representative of the bulk [8,9], the coarser the microstructure, the larger the
specimen has to be to fulfil this condition and hence the lower the maximum strain rate that can be
accessed in 1D stress. Hence for investigating concrete, for example, very large Hopkinson bars
have had to be constructed [10]. By contrast, very fine-grained metals can be deformed in 1D
stress at strain rates close to 105 s�1 using miniaturised Hopkinson bars (3mm diameter) and
1mm sized specimens [5,11].
Fuller historical surveys of the development of high strain rate techniques may be found in

Refs. [3,12]. Recent reviews of the techniques outlined in this paper may be found in Ref. [13]. In
addition, the DYMAT Association is in the process of publishing test recommendations. Those
for compression Hopkinson bars [14] and Taylor impact [15] are already available; that for shock
loading by plate impact will be published soon (see the website www.dymat.org).

2. Dropweights

Machines where a falling weight is used to strike a plaque or a structure are widely used in
industry both in research and in quality control. The weight is often used to carry darts of various
shapes (sharp, rounded) to impact the target. ASTM Standards have been written governing the
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Fig. 1. Schematic diagram of strain rate regimes (in reciprocal seconds) and the techniques that have been developed
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performance of such tests on sheet materials (ASTM D5420-98a, ASTM F736-95(2001)) and
pipes (ASTM G14-88(1996)e1, ASTM D2444-99) (see their website www.astm.org).
The standard way of analysing the output of a dropweight machine assumes the weight behaves

as a rigid body and hence that one can simply apply Newton’s laws of motion. Thus in
determining the calibration factor kðN=V Þ of a dropweight force transducer dynamically, we
assume we can replace

R
F dt by mDv: Thus

k ¼
Z

F dt=

Z
V dt ¼ mDv=

Z
V dt; ð1Þ
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Fig. 2. (a) Plot of flow stress of copper as a function of log10(strain rate). From Ref. [6]. (b) Failure stress of limestone

as a function both of strain rate and loading state. From Ref. [7].
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where m is the mass of the dropweight,
R

V dt is the integral of the strain gauge bridge output
voltage signal and Dv is the change of velocity of the weight produced by impact on the force
transducer (remembering, of course, that velocity is a vector so that the magnitudes of the impact
and rebound speeds must be added). A typical calibration signal is presented in Fig. 4. Dynamic
calibration has been found to agree well with that performed statically in a calibrated commercial
testing machine [16].
In practice, the output signal from a dropweight machine often has oscillations comparable in

size to the signal produced by the mechanical resistance of the specimen. This is particularly true if
the dropweight itself is instrumented, e.g. with accelerometers. The reason is that impact excites
the weight below its resonance frequency [17]. Elastic waves, therefore, reverberate around inside
until the momenta of the constituent parts of the weight have been reversed. Rebound then occurs
and the specimen is unloaded. Recent work has demonstrated that it is possible to obtain high-
quality data from such machines (at least for simple specimen geometries) either by the use of a
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Fig. 4. Output of the strain gauge bridge for a dropweight force transducer calibration experiment.
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momentum trap in the weight if the weight itself has to be instrumented [18] or by careful design
of a separate force transducer placed below the specimen [16].
Dropweight machines are also widely used in explosives safety qualification: the higher a

standard dropweight has to be dropped onto an energetic formulation before half the drops
produce ignition the safer that formulation is assumed to be [19]. One modification to the
dropweight apparatus which has proved invaluable in the elucidation of explosives ignition
mechanisms is to machine a light-path through the weight and to perform the deformation
between transparent glass anvils [20–24]. This allows the event to be captured using high-speed
photography. Examples of ‘classic’ high-speed photographic sequences obtained using this
apparatus are given in Fig. 5.

3. Split Hopkinson pressure bars

Three researchers had the idea of using two Hopkinson pressure bars [26] to measure the
dynamic properties of materials in compression [27–29]. Methods of obtaining high rate
mechanical properties of materials in tension and torsion had previously been invented [30–33].
However, SHPBs were not widely used until the 1970s (Fig. 6). Instead alternatives such as the
propagation of plasticity down rods or the cam plastometer [34] were used for obtaining dynamic
mechanical properties in compression. As SHPBs increasingly became the standard method of
measuring material dynamic mechanical properties in the strain rate range 103–104 s�1, tension
[35] and torsion [36] versions were developed.
The basic idea of the SHPB is that the specimen is deformed between two bars excited above

their resonant frequency (Fig. 7). Note in comparing Figs. 4 and 7 the very different shapes and
durations of the loading pulses. The material of the bars is chosen so that they remain elastic
(small strains) even though the specimen itself may be taken to large strains. This means that
strain gauges can be used repeatedly to measure the signals in the bars (strain gauges normally
have small failure strains). Dynamic loading is produced either by striking one end of one of the
bars (the input bar) or by statically loading a section of the input bar held at some point by a
clamp and then releasing the clamp so that the load propagates to the specimen. Compression
bars are nearly all of the dynamically loaded type (though there is no reason why in principle a
‘statically’ loaded compression SHPB could not be built). Tension SHPBs have been designed of
both types [37]. Torsion SHPBs are nearly always statically loaded [38]. Tension and torsion
systems have the advantage that friction between the bars and the specimen is not a problem.
They have the disadvantage that the specimens are of more complex geometry and hence harder
to fabricate. Also tension specimens usually have to a large length to diameter ratio so that issues
of stress equilibrium and longitudinal inertia have to be carefully considered. Torsion specimens
are usually thin-walled tubes which raises the issue as to how many grains or crystals they contain
within the wall thickness and hence how representative they are of bulk material. One way round
this is to shear simple discs of material of varying diameter [39] so as to be able to subtract off the
mechanical effect of the ‘dead’ material in the centre. This requires perhaps 4–5 times as many
experiments to be performed per data point, but the specimens, being simple discs, are much
easier to fabricate than thin-walled tubes.
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The classic elastic wave analysis of the SHPB assumes that the rods are 1D objects (their true
3D nature is demonstrated by the oscillations on the recorded signals; see Fig. 7). The aim of the
analysis is to relate the elastic strains in the rods (measured by, for example, strain gauges) to the
force applied to and the deformation of the specimen sandwiched between them. The full analysis
may be found in Ref. [40] and results in the following two equations:

sðtÞ ¼
AEet

As
; ð2Þ
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Fig. 5. Some ‘classic’ high-speed dropweight sequences. In both cases, the specimen was subjected to unconfined

normal impact. (a) The ignition under impact of a thermite composition. Times from the moment of impact: 0, 329, 336,

420ms. From Ref. [24]. (b) Deformation and fracture (unlubricated) of a 1mm thick, 5mm diameter polycarbonate

disc. From Ref. [25].
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qe
qt

¼
2cber

ls
; ð3Þ

where sðtÞ is the stress in the specimen, A is the cross-sectional area of the bar, E is the Young’s
modulus of the bar material, et is the strain pulse measured in the output bar (transmitted pulse),

ARTICLE IN PRESS

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0 50 100 150 200

B
ri

dg
e 

V
ol

ta
ge

 / 
V

Time / ms

Input

Transmitted

Reflected

Fig. 7. Input (loading) reflected and transmitted pulses in a dural compression SHPB for a 4mm thick, 5mm diameter

polycarbonate specimen.
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er is the strain pulse reflected from the specimen and measured in the input bar, qe=qt is the
specimen strain rate, cb is the elastic wave speed of the bar material and ls is the current specimen
length (thickness). The stress–strain curve of the specimen can be found from Eqs. (2) and (3) by
eliminating time as a variable. Similar analyses exist for tension and torsion systems. Note that
two major assumptions were made in deriving these equations: (i) the forces on the two ends of the
specimen are the same, and (ii) the specimen deforms at constant volume. If either of these
assumptions are false (which they are for foams, for example), the equations are invalid. However,
the force–time data obtained may still be used for checking material models [41–43].
Fig. 6 shows that use of this method for obtaining high rate mechanical data started to become

widespread in the late 1970s. Several groups of researchers have contributed to the development
of the technique, summarised in Table 1. These modifications are driven by the desire to obtain
data on a wide range of materials for impact modelling purposes but for which the assumptions
made in deriving Eqs. (2) and (3) are suspect. Examples include polymer foams (for crash
dummies) [44], metal foams (for blast mitigation) [45–47], polymer-bonded explosives [48,49] and
semi-brittle materials such as concrete [10].
Fig. 2(a) is a ‘classic’ plot of the effect of strain rate on the mechanical properties of a ductile

material, copper. This bilinear behaviour has also been seen in some polymers [91], but other
polymers exhibit drops in flow stress above 103 s�1 [91,92]. This behaviour is still not understood
[18]. The main problem in relating it to the loss peaks seen in dynamic mechanical analysis of
polymers [93] is that the strains involved are very different.
We have recently investigated the effect of grain size on the high rate mechanical properties of

an ammonium perchlorate (AP)/hydroxyl-terminated polybutadiene (HTPB) PBX [94]. This PBX
consisted of 66% AP and 33% HTPB by mass. The AP was available in four different crystal
sizes: 3, 8, 30 and 200–300mm. We found that the effect of grain size was most clearly seen at low
temperatures (Fig. 8). Fig. 9 shows that the effect of particle size on the flow stress of the material

is linear in 1=
ffiffiffi
d

p
; where d is the particle size.
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Table 1

Recent major developments in SHPB testing

Date Development

1980 Gorham and Field develop the miniaturised direct impact Hopkinson bar [5,11]

1985 Albertini develops large SHPB for testing structures and concrete [50]

1991 Nemat-Nasser develops one pulse loading SHPBs (compression, tension and torsion) and soft recovery

techniques [51]

1991–1993 Use of torsional SHPB for measurement of dynamic sliding friction and shearing properties of lubricants

[52–54]

1992–2003 Development of polymer SHPB for testing foams [44,55–72]

1997–2002 Use of wave separation techniques to extend the effective length of a Hopkinson bar system [73–79]

1998 Development of magnesium SHPB for soft materials [48,80]

1998 Development of radiant methods for heating metallic SHPB specimens quickly [81,82]

1998–2002 Analysis of wave propagation in non-uniform viscoelastic rods performed [65,71,74,83–87]

1999 Development of one pulse torsion SHPB [88]

2003 Extension of Hopkinson bar capability to intermediate strain rates [89]

2003 Application of speckle metrology to specimen deformation [90]
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Another ‘high tech’ application of SHPB techniques has recently arisen in the context of the
failure of solder joints in mobile phones. In service, these are often dropped, and although the
overall strain rate of the structure may be modest, very high rates of strain may be developed
locally in the solder balls that form the connections between the various electronic components
and the PCBs they are attached to. This is due both to the small size of the solder balls and the
mechanical inertia of the components of the device. In order to model impacts on any structure, it
is necessary to have a constitutive equation that represents the mechanical behaviour of the
materials that make up that structure over the range of temperatures and strain rates of interest.
In the case of mobile phones, the temperatures of interest range from the minimum found in the
Arctic (say –60�C) to the maximum found in the Tropics (say +50�C). Note from Figs. 10 and 11
the strong temperature and strain rate dependence of the mechanical properties of 63Sn37Pb
solder material. Similar results have been found by other researchers [95,96].
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With the increasing desire to obtain high rate data from materials for which the classic
Hopkinson bar equations are not valid, alternative methods have to be used to obtain data from
the specimen. For brittle materials, which usually fail before stress equilibrium is established,
strain gauges have often been applied directly to the specimen [98–100]. This has a number of
disadvantages: first, the gauge can only be used once; second, the gauge/bridge system must be
calibrated in situ by statically loading the bar/specimen system in a calibrated machine; third, data
can only be obtained from a few points on the specimen. A problem with foams is that they do not
deform at constant volume until full densification has occurred. Hence, Eqs. (2) and (3) cannot be
used to calculate the stress and strain. However, it is important to know their mechanical
properties under impact as they are important energy absorbing materials in crash [101] and blast
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Fig. 10. (a) Stress–strain curves for 63Sn37Pb solder at strain rates of ca. 1000 s�1 and three different temperatures. (b)

Plot of the stress at a strain of 0.02 versus temperature from the same data. From Ref. [97].

Fig. 11. (a) Stress–strain curves for 63Sn37Pb solder at three different strain rates at room temperature. (b) Plot of the

stress at a strain of 0.02 from the same data. From Ref. [97].
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[46]. Engineering stress–strain curves can be obtained assuming the foam deforms at constant
area. Some make this explicit by using specimens of larger diameter than the bar [68]. Another
problem that needs to be addressed is the large strain required before densification occurs. For
any given strain rate (except the very highest), this is unlikely to occur within the time taken for
one wave reflection within the striker bar. However, information about the continuing
deformation of the specimen is contained within the waves that reverberate up and down the
length of the bar system, and this information can be accessed with suitable analysis and software
[68,73,75]. Another way of addressing this problem is to use the direct impact Hopkinson (or
‘block’) bar [102–104]. As with granular materials, the question may be raised as to how
representative a foam specimen is of the bulk. This may not be such a severe problem for foams as
evidence is accumulating that the mechanism of rate sensitivity is due to mechanical inertia of the
cell walls so that even foams made from rate insensitive metals can exhibit substantially higher
resistance to deformation under impact compared to quasi-static rates of loading [104,105].
Ideally high-speed or flash photography should be used when deforming foams or cellular
materials so that the mechanisms of deformation may be identified.
Some optical techniques are particularly useful for these non-standard materials as they allow

displacement data to be obtained from the whole of the field of view. One of the first optical
techniques to be used in the SHPB was a diffraction grating ruled on the specimen [106]. However,
this is an extremely time-consuming technique to use on a regular basis and requires very skilled
technicians. J.F. Bell and his co-workers are the only ones ever to use this method. Speckle
techniques are much easier to implement experimentally [107] but can require the implementation
of complex algorithms and lengthy numerical calculations on a computer to obtain the
displacement and strain fields [108]. Speckles can be formed by the interference of reflected
coherent (laser) light from a surface [109] or by the application of spray paint (optical) [110] or
fine smoke (for electron microscopy studies) [111]. Alternatively the microstructure of the material
itself can be used if it is sufficiently granular [112]. In the last case, staining techniques may have to
be used to increase the contrast between the various components. An example of the application
of this technique to the deformation of specimens in a compression SHPB in our laboratory is
shown in Figs. 12 and 13.

4. Taylor impact

The Taylor test was developed by G.I. Taylor and co-workers during the 1930s [27,114–116] as
a method of estimating the dynamic strength of ductile materials in compression. The technique
consists of firing a cylinder of the material of interest against a massive, rigid target. The dynamic
flow stress can then be found by recovering the deformed cylinder, measuring its change of shape
(Fig. 14) and using Eq. (4). However, this lacks the accuracy of deforming a disc of material and
so Taylor impact is now rarely used for its original purpose. As mentioned before, a technique
that is in some sense intermediate between Taylor impact and the SHPB was popular for about 25
years, namely the study of the propagation of plastic waves along rods, e.g. Ref. [117].

s ¼
rV2ðL � X Þ

2ðL � L1ÞlnðL=X Þ
: ð4Þ
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However, recently there has been renewed interest in Taylor impact or its variants (such as rod-
on-rod impact [118]) as a method of ‘exercising’ constitutive relations [119,120] for a wide range of
materials (see Fig. 15). High-speed photography is invaluable in these modern studies (see, for
example, Figs. 16 and 17), and is essential for both brittle [121,122] and viscoelastic materials
[123]. One reason this technique is so useful in exercising constitutive models is the wide range of
strain rates it covers in one experiment from shock loading at the impact face to quasi-static
loading at the rear [122,124]. It also produces large strains at the impact face.

5. Shock loading by plate impact

5.1. Shock physics

During the Second World War techniques based on high explosives were developed to produce
planar shock waves in materials, principally metals [126]. Since then, a number of other
techniques for shocking materials have been developed including high intensity lasers [127],
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Fig. 12. Displacement quiver plots for an SHPB compression experiment on PBS9501. The length of the arrows is

proportional to the displacement at their bases. Note that there are arrows on both the input bar and the specimen.

From Ref. [90].
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nuclear bombs [128], particle beams [129] and plate impact [130]. Only the method of plate impact
will be considered further in this review. The reader is directed to the several excellent review
articles and books in the field for fuller information: Refs. [128,130–153].
In plate impact, the planar impact of a disc of material onto a target specimen (Fig. 18)

produces shock waves in both target and impactor materials. The strain rate across a shock front
is given by up=Ust where up is the particle velocity, Us is the shock velocity and t is the rise time of
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Fig. 14. Schematic diagram of initial and final states of a Taylor impact specimen. From Ref. [114].

Fig. 13. Displacement quiver plots for a Brazilian experiment on PBS9501 in our SHPB. From Ref. [113].
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the shock. Measured values of these parameters ðup;Us; tÞ range from (0.1 km s�1, 2.6 km s�1,
50 ns) for polymers to (1 km s�1, 10 km s�1, 1 ns) for aluminas. These values give a strain rate
range for materials swept by a shock wave from ca. 106 to 108 s�1. These are the highest rates of
deformation that can be achieved in the laboratory by mechanical means. As Fig. 1 indicates,
deformation takes place at these strain rates under 1D strain. This is because the inertia of the
material involved in the collision acts (for a period of a few microseconds) to rigidly constrain the
material in the centre of the colliding discs. The loading, therefore, is 1D strain. This state of
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Fig. 16. Symmetric Taylor impact of 10mm diameter, 100mm long copper rods at 395m s�1. Stationary rod is on the

left. Times are given relative to the moment of impact. The grid in the background has 2mm squares. The triangular

patches in the frames at �8 and 0 microseconds are the edges of the Imacon’s fibre optic bundle. From Ref. [125].

Fig. 15. Histogram of the number of publications published in any given year where Taylor impact or plastic wave

propagation was used to investigate various materials.
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affairs lasts until lateral release waves reach the centre of the discs, i.e. for a time given by r=cs;
where r is the radius of the disc and cs is the appropriate wave speed in the shocked (and hence
densified) material (see Fig. 19). Hence, the larger the diameter of the impactor/target the longer
the state of 1D shock strain lasts for. However, the costs of manufacture and operation of a
laboratory gun increase rapidly with the bore size. So most plate impact facilities use guns in the
range 50–75mm bore. Single stage guns operated with compressed gas have a typical upper
impact speed of around 1.2 km s�1 if helium is used as the propellant. Higher velocities can be

ARTICLE IN PRESS

Fig. 18. Schematic diagram of the ‘business end’ of a plate impact shock loading gun.

Fig. 17. High-speed photographic sequence of a symmetric Taylor impact using 10mm diameter, 100mm long soda-

lime glass rods. Impact velocity 391m s�1. Numbers on frames are times in ms�1 before (negative numbers) and after

(positive numbers) impact. From Ref. [122].
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achieved with single stage guns using solid propellants, but this has the disadvantage of producing
a great deal of residue which has to be cleaned out each time the gun is fired. To achieve impact
speeds typical, say, of the impact of space debris on an orbiting satellite requires two- or even
three-stage guns [154,155]. One disadvantage is that each successive stage is of smaller diameter
than the one before. Hence, the final projectile is typically only a few millimetres in diameter. For
the very highest speeds in such systems, hydrogen is used as the propellant.
Typical applications of the plate impact technique to materials include: (i) obtaining their

Hugoniot curves (every material has a unique locus of possible shock states) [156]; (ii) measuring
their dynamic spall (or tensile) strengths [157]; (iii) investigating high-pressure phase changes
[158]; (iv) study of shock-induced chemistry [159]. Evidently, all of these are of interest to the
military in applications such as armour, penetrators, shaped charges, explosives, etc., but there are
many civilian applications as well including quarrying/blasting [160], shielding of orbiting
satellites [161], geophysics [162], explosive welding [163], novel materials synthesis [159], etc.

5.2. Experimental techniques

A number of technologies have been developed in order to obtain data from shock experiments
(Table 2). The electrical outputs of any gauges used must be sampled by oscilloscopes operating at
1GS s�1 or higher. High-speed cameras need to be able to operate at sub-microsecond framing
rates in this application.
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Fig. 19. Schematic diagram of the shock stresses in a plate impact just after the impact. Note the lateral release stresses

labelled T propagating in from the edges. The shaded area in the middle indicates material in a state of 1D strain. This

state lasts until the lateral release waves cross.
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Whilst we predominantly use manganin stress gauges in our laboratory, given their extensive
calibration [164,165], there are several other types available. A candidate gauge material needs to
satisfy the following conditions: (i) high sensitivity to pressure; (ii) low sensitivity to temperature;
(iii) stable resistance with time; (iv) low sensitivity to composition and manufacturing techniques;
(v) linear (or very nearly so) response to pressure; (vi) no phase transitions in working pressure
range.
Manganin fits all of these requirements but ytterbium [166,167] and carbon [168,169] are used in

low stress regimes and in some explosive work [170] even though they do not meet several of the
requirements listed above. Piezoelectric gauges have been used for many years and a wealth of
literature exists on their polarisation under shock. The most investigated of these materials are
quartz, PZT and lithium niobate [171–174]. Recent interest has centred around poly(vinylidene
difluoride) (PVDF); a piezoelectric polymer [175,176]. Such piezofilms are of interest as potential
gauge materials since they have high output and offer the opportunity of dispensing with power
supplies. At present the response of these gauges is limited by the thickness of the film to ca. 100ns.
These gauges can be used in one of two different configurations denoted charge mode and current
mode. In the former, the gauge sees a charge integrator and the output can be sent directly to an
oscilloscope to measure a voltage proportional to the stress. In the latter, a current viewing resistor
is placed across the gauge and the voltage across it is monitored directly. In this case, the stress
derivative is measured and a time integration must be carried out to recover the stress signal. It is
this latter method which is generally favoured because of the bandwidth problems of hardware
integrators. We have manufactured our own gauges and have simultaneously measured wave
profiles in ceramics with both manganin and PVDF gauges with good results [177]. In Fig. 20,
typical gauge records are shown taken with manganin (solid line) and PVDF (dotted line). The
gauges were placed next to one another in polymethylmethacrylate (PMMA). The target was a
ceramic with a very rapidly rising elastic pulse impacted so as to achieve a stress of ca. 0.5 of the
dynamic compressive strength (Hugoniot Elastic Limit, HEL). Note the relatively longer rise time
for the PVDF and the discrepancy in the PVDF reloading signal which needs further investigation.
Rather than using gauges, many laboratories have chosen instead to develop velocity

interferometry to measure the free (usually rear) surface velocity of the target. This velocity can be
related via the shock impedance to the induced stress and the stress–time history can thus be
inferred. The most versatile instrument of this type is the velocity interferometer system for any
reflector (VISAR) [178] which dispenses with the need to have a reflective rear surface thus
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Table 2

Typical experimental diagnostics used in plate impact studies

Variable measured Experimental technique

Longitudinal and transverse stress Manganin, PVDF, ytterbium, carbon stress gauges

Surface strain measurements Strain gauges, moir!e with high-speed photography

Particle velocity VISAR, particle velocity gauges

Spall strength and dynamic compressive strength

measurements (HEL)

Manganin or PVDF stress gauges, VISAR

Wave structure in transparent materials High-speed photography/stress gauges

Temperature Spectroscopy, pyrometry
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allowing measurements to be taken on deforming surfaces. Normal and transverse velocity
interferometry are necessary to determine the behaviour of materials at high shear strain rates in
the so-called pressure–shear configuration [179,180]. In our laboratory, we use both gauges and
VISAR since these both optimises and cross checks the data obtained.
It is important to be able to relate the measurements made in plate impact, an idealised

laboratory technique, to what happens, say, in real ballistic impact where the triaxial strain state
set-up in the material lies somewhere between uniaxial strain and uniaxial stress. It has been found
that the shock shear strength controls the ballistic performance of target materials [181]. A direct
and fully experimental method of measuring this parameter is to record both the longitudinal and
lateral stresses using thin piezoresistive gauges [182]. The dynamic shear stress is then given by
half the difference between the longitudinal and lateral stresses (Fig. 21). In order to account for
the response of the lateral gauge a careful analysis of its loading and unloading characteristics is
needed [183].

5.3. Brittle materials: ceramics and glasses

Why are shock experiments performed when real impacts create 3D states of strain? The main
purpose is to use the shock wave as a probe, first to introduce damage (and compaction if the
ceramic is porous) in a controlled manner and then to study the resulting damage [185–187]. Such
damage studies cannot be done by quasi-static high-pressure diamond-anvil compression studies.
Shock-wave experiments are a precise and orderly method of subjecting a material to carefully
controlled compression [132]. From a theoretical (modelling) point of view, the 1D situation must
be understood before the 3D case can be tackled. Experimentally, it is extremely difficult (if not
impossible) to instrument a specimen subject to a fully 3D ballistic impact loading and obtain
meaningful data [188]. It is, therefore, necessary at present to try and relate the properties
obtained in a 1D shock experiment to those relevant to ballistic impact.
Brittle materials have a variety of responses to shock: some are relatively undamaged by shocks

above their HEL, others fail immediately the HEL is exceeded. However, contradictory results
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have been published for the same materials, some authors claiming, for example, that pure
alumina shows compaction but no sign of fracturing even when shocked to twice its HEL [189]
whereas Rosenberg and Yeshurun [190] demonstrated a reduction in spall strength for alumina
shocked to only half of the HEL. Double shock techniques can allow these sorts of controversies
to be resolved as it uses one shock to damage the material and a second shock immediately
following to probe the state of the shocked material, particularly the shear and spall strength
[185]. Rosenberg et al. [191] concluded that the HEL marks the point at which cracks coalesce into
a network. Borosilicate glass was shown to exhibit no loss of spall strength up to the HEL and
then a substantial loss of shear strength when shocked above the HEL [192]. Soda-lime glass, on
the other hand, showed a finite (though reduced) shear strength [193]. This loss of shear strength
was correlated with a sudden increase in penetration depth at a certain critical impact speed [194]
when glass specimens were struck by flat ended projectiles.
A stir was caused in the Shock Physics community when some Russian researchers showed that

failure in shocked glass propagates behind a compressive shock [195,196]. This was detected as a
smaller reload signal in the shock wave (recorded using VISAR) than would be expected if spall
had taken place in previously undamaged material. It was a small effect, but it was enough to alert
them to the presence of a region in the material with a slightly lower shock impedance than the
original material. Since the shock wave had had time to reflect off the back surface and be
partially reflected off this zone of lower impedance, the failed zone must have been propagating
more slowly than the shock-wave velocity.
This paper resulted in a number of studies being carried out into this phenomenon in a variety

of laboratories, including ours. High-speed photographic sequences of failure fronts were
obtained in our laboratory [197,198] (see also Figs. 22 and 23). (Note that some researchers use
the expression ‘failure waves’, but we regard the word ‘wave’ as inappropriate as the propagation
is not described by a wave equation.) As the shock pressure is raised, the gap between the failure
front and the shock wave is found to decrease, reaching zero at some critical impact shock
pressure [199]. This immediately raises the issue of kinetics of damage (discussed in more detail
below). It should also be emphasised that failure fronts are only detectable photographically when
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the fracture face separation is greater than l=2 (where l is the wavelength of the illuminating
light). Gauges may be useful here in detecting loss of shear strength in the material in the
transparent region between the shock wave and the failure front.
Failure fronts have also been sought in other brittle materials [200,201], although the evidence

for their existence in materials apart from silica glasses is still controversial. Some researchers
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Fig. 22. Soda-lime glass impacted from the top at 250m s�1. A shock S travels down through the frames, leaving in

frame 2. The scale markers are 5mm apart and the first is 15mm from the impact face. A failure front appears behind in

frame 2 and a damage site, A, nucleates and grows in frames 3 and 4. The reflected release R from the free surface enters

the frame from below in frames 5 and 6. The exposure time for each frame is 50 ns. From Ref. [197].

Fig. 23. Streak photograph of shock and failure front in soda-lime glass shocked by plate impact at 533m s�1. From

Ref. [198].
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claim that in some brittle materials (such as alumina) failure does not propagate very far into the
material from the impact surface [202–204], although others claim this may be a measurement
artefact [205,206]. A few researchers have linked failure fronts to resistance to ballistic or
hypervelocity impact [201,207–209].
One important consequence of the discovery of the failure front phenomenon has been to

highlight the importance of including kinetics in ceramic (or at least glass) failure models. Any
constitutive damage model that assumes the material transitions instantly from an undamaged to
a damaged state is clearly wrong. The main fragmentation models in the literature are those due to
Mott [210,211], Grady and Kipp [212–218], Johnson and Holmquist [219–221], Clifton [222] and
Steinberg and Tipton [223]. Mott originally developed his model during the Second World War
for the explosive fragmentation of shell cases. Grady and Kipp also had this problem in mind
when they developed their model, but they also applied it to a variety of problems including
fracture of oil shales (and other rocks) and armour ceramics. The Johnson–Holmquist model was
developed primarily for armour ceramics [221].
The main feature of the Grady–Kipp model relevant to shock loading and subsequent failure of

ceramics is the postulate of the existence of a dynamic failure surface lying above that determined
quasi-statically (Fig. 24). The position of this upper surface is independent of the position of the
lower (quasi-static) surface. An implicit assumption is that the position of the HEL of brittle
materials is a manifestation of fracture kinetics. Hence, it should be strain rate dependent.
Evidence for this has been presented in terms of elastic precursor decay for various ceramics, e.g.
Refs. [224–227], although doubts have recently been expressed about this interpretation of the
data [206]. Anyway, Grady is on record as saying [215,216] that in some circumstances the older
model of Mott [210] is superior to his own.
The main problem with the existing models is that they say nothing about how or by what path

the material goes from the undamaged to the damaged state. Some sort of history-dependent
model is required, and there are some groups working on this problem at the present time, e.g.
Ref. [124]. For these reasons, it is probably not worth discussing the various existing failure
models in depth in this review.
An interesting observation to end this section on is that due initially to Bourne and co-workers

[230,231]. They found that the failed and unfailed shock shear stresses of glasses of widely
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Fig. 24. (a) Schematic diagram of the Grady–Kipp model applied to shock loading and failure of brittle materials. (b)

Consequences for kinetics of failure and position of HEL. From Refs. [228,229].
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differing densities lay on the same curves (Fig. 25). Note these data have not been scaled or
normalised. The origin of this unexpected behaviour is still uncertain, but must lie in what they
have in common: a random network of silicon dioxide tetrahedra. In that figure, the data are
compared with two other brittle materials. One important aspect of this phenomenon they missed,
however, is the pressure dependence of the shear stress of the failed material (Fig. 26) [232]. This is
simply because they did not perform experiments at high enough shock stresses (it would be
expected that a comminuted material, mechanically similar to sand, would obey a pressure-
dependent Mohr–Coulomb yield criterion). The strength of the failed material initially decreases,
but with increasing longitudinal stress sx; the interlocking fragments exhibit a greater resistance to

ARTICLE IN PRESS

Fig. 25. Variation of the shock shear strength of three different brittle materials in the failed and unfailed states. From

Ref. [230].

Fig. 26. Deviatoric responses of dense glasses tested up to ca. 14GPa longitudinal stress. From Ref. [232].
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shear, which is important to the ballistic response. Recent reviews of the failure front
phenomenon have been written by Brar and Espinosa [233] and Brar [200]. The problem remains
of interest to theoreticians of fracture mechanics [234,235].
Because of comminution, the relationship between ballistic performance and materials

properties is very complex for brittle materials. Different materials and armour constructions
may be needed to defeat different threats. For small arms fire, the full strength of a ceramic tile
can only be exhibited if the tile is heavily confined and rigidly backed so that flexural failure
cannot occur. If in addition the tile is large, it will not be penetrated by a projectile if

0:5rpV2 þ YppRt; ð5Þ

where YP and Rt are strength parameters characterising the projectile and the armour, respectively
[236–239]. Thus, only a thick backing technique can differentiate between different ceramics
[190,240,241].

%Y=r has been found to be a true figure of merit with this technique for small arms ammunition
[242]. B4C is the ceramic that performs the best in this test against 0.300 (7.6mm), 0.500 (12.7mm)
and 14.5mm rounds. However, for long rod penetrators the situation is very different. This
ammunition is made either from tungsten alloys (rp ¼ 17; 800 kgm�3) or depleted uranium
(rpE19; 000 kgm�3) and impacts at 1.4–1.6 km s�1, compared to steel bullets which move at
800–900m s�1. Thus, rpV2=2 is very large for long rod penetrators so that rpV2=2þ YpXRt (Yp

is the same as for hard steel, i.e. ca. 20 kbar) and penetration does occur (alongside rod erosion).
Rosenberg and Tsaliah [239] were the first to demonstrate that Tate’s model for steady-state
penetration of ductile (metallic) materials [236,237] holds also for ceramics in which rod erosion
also occurs. They found values of Rt (resistance to penetration) which compared well with those
calculated by Forrestal and Longcope [243] for ceramic materials.
Shockey et al. [244] and Curran et al. [245] have tried to answer the question: which is the most

important parameter to describe the penetration resistance of comminuted material? They claimed
that friction (which is pressure dependent) is the most important; see also Refs. [246–248]. But this
is similar to the suggestion of Rosenberg and colleagues that the shear strength (also pressure
dependent) is the most important parameter. That was why they developed the lateral gauge
technique since if you can measure the lateral stress sy you can obtain the shear stress
experimentally as a function of pressure tðpÞ (pressure is proportional to sx) from the identity
t � ðsx � syÞ=2: They found this parameter varies from ceramic to ceramic and correlates with
ballistic performance [249,250]. Alumina and aluminium nitride were found to exhibit ‘elasto-
plastic’ behaviour [251] whereas TiB2 exhibits pressure hardening [252].
Glass, on the other hand, shows a loss of shear strength even below its HEL [232] (Fig. 26). This

is similar to what we expect for B4C because there is a very large difference between its elastic and
‘plastic’ wave speeds [253,254]. For TiB2, on the other hand, the two waves are almost
indistinguishable [252]. On our present understanding, these features correspond with the long rod
ballistic performance of these materials making TiB2 one of the best in these applications while
B4C and glass have very low Rt values, presumably because of their loss of shear strength at high
shock pressures. Thus B4C, which is the best against small arms fire, is one of the worst against
long rod penetrators (as is glass). However, glass is excellent against shaped charges because of its
bulking which acts to disrupt the jet: the ‘pinch’ effect [255]. The conclusion is that it is not
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possible to pinpoint one materials property that will give the ballistic performance against all
threats.
Shock-wave experiments give the HEL and the shape of the Hugoniot, whether it is elasto-

plastic, pressure hardening or pressure softening. Also the release part of the signal tells you
how much strength remains in the shocked specimen by how far the release curve is from the
hydrostat. Measurements of the lateral stress sy gives you the pressure dependence of the shear
strength directly [182,232]. The challenge now is to measure it for the released material and not
only at the peak pressure. This is what Klopp and Shockey [256] claimed to have measured. A
recent comparison of the shock properties of various armour ceramics has been published by Fujii
et al. [257].
In summary, the following points still have to be addressed in relating the properties measured

by plate impact to ballistic impact on ceramic armours:

(i) What is the meaning of the HEL of brittle materials in terms of damage level [205]?
(ii) What governs the decay of the elastic precursor in those ceramics that exhibit this

phenomenon [206]?
(iii) How does the shear strength of a shocked specimen affect its ballistic resistance [250]?
(iv) How can the magnitude of the shear strength during unloading be calculated from the

experimental data?
(v) What is the nature of the failure front? Is it a phase change as Clifton has suggested [222]; see

also Ref. [200]? Related to this are the kinetics of the transition to the failed state. High-speed
photography shows what appears to be a fracture front propagating behind the shock, but
photographs need to be interpreted with care [122,231].

(vi) What sort of 2D experiments should be performed to measure the dynamic properties
of failed ceramics (or confined sand) which might be more relevant to their ballistic
behaviour? Recent developments in X-ray speckle techniques are proving particularly
exciting here [258–266].

5.4. Combined experiment and modelling of metallic systems

Being a uniaxial strain method, the shear strength of the material governs the shape of the
loading and unloading part of the shock wave. As well as the yield strength under uniaxial strain,
quantitative values for the spall (tensile) strength can also be obtained. By using plates of different
fractions of the thickness of the target, the spall strength of material at differing positions behind
the shock wave can be probed. This works because the thickness of the flyer plate controls the
time at which the overlap between the two unloading waves reflected from the rear free surfaces of
the target and the flyer occurs (see Fig. 27a). The reload signal (Fig. 27b) is a measure of the spall
strength sspall:
Spall strengths have been measured in many materials. The variation in value as a function

of the initial shock input [267] and the incipient formation of the spall plane [268] have been
studied. Modelling of such systems is non-trivial and requires the successful integration of
several steps; the passage of shock waves through an uncompressed material, the dispersion of the
release waves (the so-called ‘release fans’), the interaction of the releases and the fracture limit
[269–279].
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Recent work has used VISAR to obtain data on the spall strength of iron and selected copper
systems and the results modelled using a Lagrangian hydrocode, DYNA-2D, which incorporated
the Goldthorpe path-dependent ductile fracture model [280]. The advantage of the use of VISAR
is that it provides high-time resolution B2 ns data and can average over large areas of surface.
The results of combined experiment and modelling are shown in Fig. 28.
It is crucial to perform the simulation with accurate constitutive data for both target and flyer

plates. Whilst this is obvious for the target plate, it is not so obvious for the flyer. An illustration
of the sensitivity of these results is shown in Fig. 29 where the higher velocity experiment has been
simulated using an elastic plastic model for the copper flyer and literature data for the elastic
properties. Although the comparison is fair, there are some significant differences relating to
subtleties in the release fan from the back of the flyer plate. This reinforces the view that great care
is required in simulating plate impact spallation tests.
Research in many American national laboratories currently concentrates on the effect of

mesoscale structures on the signal. Line imaging VISAR has been used at resolution sufficient to
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observe the motions of individual grains. This approach is complex and requires the use of
sophisticated models and supercomputers. Such measurements are currently not proven to be of
practical use but may be of greater versatility in the future.
Many other materials have been studied under 1D shock loading conditions in plate impact

facilities. Indeed, if it is physically possible to place the material at the end of a gun, someone
somewhere is likely to have shocked it! Major classes of materials not covered in this review, but
which have been and are much studied, include polymers, energetic materials (such as explosives),
granular materials (such as sand), rocks and concrete, ice, etc. Around 14,000 papers have been
published on this topic on all classes of materials since the 1940s.

6. Reverse ballistics studies

Scientific ballistics studies require a great many variables to be measured simultaneously. Such
experiments fall into two basic types: (i) normal ballistics where the projectile, such as a rod or
cone of material, is fired at an instrumented target and (ii) reverse ballistics in which a target, such
as a plate is fired at an instrumented ‘projectile’ [281,282]. One advantage of reverse ballistics
studies is that many instrumentation techniques can be applied to the system that may be difficult
or even impossible to use in normal ballistics. There are advantages also in studying scaled-down
systems as the expense of an extended study on full-size targets and projectiles is generally
prohibitive.
Many long rod penetrator systems are based around tungsten alloy rods [283–285]. So in the

studies summarised here tungsten alloy rods were impacted by RHA plates in a reverse ballistic
impact geometry. The data gathered from instrumented rods can be used to validate models used
in ballistics codes [282,286–290]. Previous work performed in our laboratory concentrated on rod/
plate interaction at fixed angles of 45� or 60� [291]. That research was extended to include the use
of various high-speed diagnostic techniques [3,292] with particular emphasis on the effects of pitch
[282].
The experimental arrangement and the definitions of positive and negative pitch are shown in

Fig. 30. The tungsten rods used were 6.0mm in diameter and 90.0mm long. Each rod had two
constant and foil gauges (EA-06-031CF-120, Micromeasurements, Basingstoke, UK) mounted
approximately one rod diameter from the impact face. The gauges were powered by a constant
current supply which was adjusted to give minimum ringing for a response time of ca. 10 ns. The
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Fig. 29. Effect of release from flyer plate using (a) literature values, (b) parameters measured on the flier before use.

From Ref. [272].
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active length of these gauges is 1mm, so since the sound speed in tungsten is ca. 3.8–4.0mm ms�1,
their response time is ca. 4 ms. Compression reduces the gauge resistance and gives a negative
signal while tension tends to increase the resistance and results in a positive signal. The motion of
the tail of each rod was recorded using VISAR [178,293]. Laser light is reflected from the surface
of interest and the reflected light is fed into the interferometer system. The fibre optic used for the
VISAR was held in a holder ca. 10mm from the rod tail. The velocity was thus measured normal

to the rod’s rear surface. High-speed photographic sequences were taken of the impact events
using an Ultranac FS501 image converter camera in conjunction with a Bowen flash.
In Fig. 31, gauge outputs are presented for variation of the pitch in 3� steps. In these traces a

very obvious trend is found which indicates the differing nature of the mechanisms involved. At
high negative pitches, the lower gauges show a rapid rise to high levels of strain while the upper
gauges show a slow rise to much smaller compressive strains. At positive pitches, it is the upper
gauge trace which rises slowly, while the lower gauge rises rapidly. This implies that at negative
pitches the rod tends to bend away from the target whereas at high pitches the rod tends to bend
towards the target.
Two features that need much closer examination are the general humped nature of the lower

traces, where the strain rises then falls close to zero. The traces from the upper gauges show a
plateau, especially at 0� and +6�. These would seem to relate to flexing during the penetration.
Overall a negative pitch tends to favour a sliding action followed by penetration through the

plate, while positive pitches tend to favour an immediate cutting action into the surface. These
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Fig. 30. (a) Experimental layout for reverse ballistic impact and (b) arrangement of diagnostics.
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penetration mechanisms are what could be expected given the initial angle of contact between rod
and plate as emphasised in Fig. 32. However, the extent of the bend could not be intuitively
predicted and the strain gauges give a valuable quantitative measure. It is this kind of information
that is directly relevant to the modelling of such events.
The VISAR traces for the tungsten rods are all very similar showing a rounded, convex shape

indicating a relatively slow acceleration over a period of ca. 20ms to a velocity of 35–45m s�1.
There is a break in the acceleration slope approximately 20ms after the tail of the rod starts
accelerating; this could be due to the effect of the rod tip striking the sabot carrying the plate.
Pitch seems to have only a slight effect on the tail velocity of the rod: the rod at�9� pitch having a
slightly faster acceleration. Their basic similarity, unlike the strain gauge traces, was probably due
to the rods fragmenting, for a fragmented rod, while still having some penetration capability,
would not transmit the stress pulse as effectively as an intact, though flexing rod. Examples of
VISAR traces are shown in Fig. 33.
Due to the fragmentation of the tungsten rods, significant debris was generated at the impact

point. The basic process for negative pitches was: initial contact with some bending, followed by
some skidding along the impact face, bulging of the rear of the plate along the skid path and
finally the rod pushing through. This process tended, however, to be obscured by a dense debris
cloud. By contrast, for positively pitched rods, soon after they contact the surface, the rear of the
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Fig. 31. Comparison of strain outputs from gauges on (a) upper side and (b) lower side of tungsten rod during impact.

From Ref. [282].
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plate starts to bulge over a very small region, and the rod pushes through. The bulging of the rear
of the plate occurs above the initial centre line of the rod indicating that the rod had bent into the
plate surface as seen in Fig. 34.
Supporting evidence for these processes was found by comparing the hole shape and the length

of any grooves around the hole cut into the surface on the impact surface: negative pitches had
long grooves while positive pitches showed short steep cuts leading to the hole.

ARTICLE IN PRESS

0

10

20

30

40

50

60

10 15 20 25 30 35 40 45 50

T
ai

l V
el

oc
ity

 / 
m

 s
-1

Time / µs(a)

0

10

20

30

40

50

60

10 15 20 25 30 35 40 45 50

T
ai

l V
el

oc
it

y 
/ m

 s
-1

Time / µs(b)

Fig. 33. Velocity histories of the rod tail with pitch (a) +6� and (b) �9�. From Ref. [282].

Fig. 32. Comparison of mechanisms for (a) positive and (b) negative pitches.
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Ballistics represent a field in which data interpretation is difficult given the 3D nature of the
problem and the mix of fracture and large plasticity effects generally seen. Progress will only be
achieved by a combination of careful and extensive use of experimental diagnostics and computer
modelling. To this end, the reverse ballistic geometry has proved to be invaluable in the generation
of quantitative data.

7. Optical techniques for dynamic stress analysis

Conventional strain gauges measurements at a single point, combining a high degree of
accuracy (a few microstrain) with good time resolution (usually of the order of tens of ns).
However, strain gauges have two significant disadvantages: (i) they only give information at
one point in the field of view and (ii) bonding the gauge to the specimen may provide
local reinforcement which perturbs the stress field. Optical techniques, on the other hand,
generally provide whole-field information and many are also non-contacting. A wide range of
optical techniques have been developed for the measurement of displacement, strain and stress
(see Table 3 and the references therein).
Many of the optical techniques currently used for studying dynamic events were originally

developed for quasi-static applications. The Handbook on Experimental Mechanics [294,295]
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Fig. 34. Three frames from a high-speed sequence. Rod pitch +3� pitch, 200 ns exposure time, 4.8 ms interframe time.
From Ref. [282].
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provides an excellent background to the use of optical methods in experimental mechanics. In this
section, we outline the most frequently used techniques, typical applications and some promising
new methods. Table 3 provides a concise summary.

7.1. Photoelasticity

This is one of the oldest and most widely used photomechanics methods, and relies on the fact
that some transparent materials become birefringent under an applied load. The birefringence is
made visible by placing the sample between circular polarisers. A so-called isochromatic fringe
pattern is formed, which in 2D represents contours of s1–s2 where s1 and s2 are the principal in-
plane stresses. The fringe sensitivity varies by several orders of magnitude between materials (e.g.
B400 kNm�1 fringe�1 for glass to 0.2 kNm�1 fringe�1 for polyurethane rubber). Cranz-Schardin
cameras are often used to record the fringe patterns due to their good spatial resolution.
Photoelasticity is an appropriate technique for studying the response of model structures but is
less useful for investigating the mechanical properties of opaque materials. It has been used
extensively in dynamic fracture studies, e.g. Ref. [297] where the dynamic stress intensity factor,
K Id; can be estimated by least-squares fitting a series expansion of the theoretical stress field to the
measured fringe pattern. Another example is visualisation of stress wave propagation through
model granular materials [296]. There are, however, many other applications in the literature.

7.2. Caustics

This approach was proposed by Manogg [299] and used extensively by, for example, Theocaris
and Gdoutos [300], Kalthoff [298], Zehnder and Rosakis [301] and their co-workers, mainly for
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Table 3

Summary of optical techniques for dynamic stress analysis

Method The measurement Sensitivity Accuracy Light source References

Photoelasticity s1–s2 Variable Variable Incoherent [294–297]

Caustics quz=qx; quz=qy Variable Variable Incoherent [294,295,298–301]

Moir!e

interferometry

ux or uy Grating pitch

pEl
Bp=10 Coherent [294,295,302,303]

Moir!e

photography

ux or uy Grating pitch

pE5–1000 mm
Bp=10 Incoherent [294,295,304]

Speckle

photography

ux and uy Speckle diameter

sE5–50mm
B0:2s2/(spatial
resolution)

Coherent [294,295,305,306]

Digital speckle

photography

ux and uy: uz also

possible

B1 pixel of

digital image

B1/100 pixel of

digital image

Coherent or

incoherent

[108,258,307–309]

Speckle

interferometry

ux; uy or uz Bl Bl=10 Coherent [294,295,310]

Holographic

interferometry

ux; uy and uz l=2 Bl=50 Coherent [294,295,311]

Shearing

interferometry

quz=qx or quz=qy Bl/(shear
distance)

B0:1l/(shear
distance)

Coherent [312]
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studies of dynamic fracture. A collimated beam of light illuminates the specimen surface and the
reflected or transmitted beam is recorded by a camera focused on a plane separated from the
specimen surface by a small distance. The intensity distribution depends on the surface slope
distribution (and hence on the in-plane stresses), but the analysis of general stress fields is difficult.
In the presence of a crack, however, the surface displacement of the specimen is inversely
proportional to the square root of distance from the crack tip and the caustic pattern forms a
characteristic, approximately circular, dark region centred on the crack tip. The diameter of this
‘shadow spot’ can be related directly to KId: One of the main advantages of the technique is its
experimental simplicity. If the crack is moving, it is even possible to multiply expose a single
picture using a strobed light source, thereby avoiding the need for a high-speed camera.

7.3. Moir!e

A family of moir!e techniques has been developed to measure in-plane and out-of-plane
displacement fields. For in-plane displacements, a grating is attached to the specimen surface. For
large strains, images of the grating can be recorded directly onto film [313], but the usual approach
when the strains are low is to form moir!e fringes by superimposing a second reference grating of
almost the same spatial frequency. The camera need then only resolve the fringe pattern and not
the grating lines. The pattern represents a contour map of the in-plane displacement component
perpendicular to the grating lines, with a contour interval or ‘sensitivity’ equal to the pitch p of the
specimen grating. Specimen grating frequencies of up to about 40 lines per millimetre
(sensitivity=25mm) can be used with white light illumination, but the sensitivity is dramatically
improved (to sub-micron values) by the use of coherent light. The technique is then known as
moir!e interferometry. Applications include visualisation of stress waves in graphite epoxy
composites [303] and dynamic fracture studies [302]. Intermediate sensitivities (5–10mm) can be
achieved by high-resolution moir!e photography [304], first proposed by Burch and Forno [314], in
which the specimen grating is imaged onto the reference grating with a masked camera lens.
Fig. 35 shows a high-speed sequence of moir!e fringe patterns produced in a PMMA plate
following impact by a steel ball. The combination of an accuracy of B1 mm together with
microsecond time resolution make this method attractive for the dynamic stress analysis of many
polymers and composites.

7.4. Laser speckle

A second family of techniques is based on the phenomenon of laser speckle, which is the
granular pattern produced when a rough surface is illuminated by coherent light. The simplest
method (termed ‘laser speckle photography’) involves recording double-exposure photographs of
the object. The speckle pattern moves as though it were physically present on the specimen
surface, so the displacement field occurring between the two exposures can be mapped out by
measuring the speckle displacement point by point from the developed photograph. This is
normally done by probing the photograph with a narrow laser beam and measuring the spacing
and angle of the Young’s fringes in the diffraction halo. Fig. 36 shows a double-exposure
photograph of a fast crack in PMMA recorded by a double-pulsed ruby laser with an
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open-shutter camera. The Young’s fringes produced by probing the photograph at several points
are also shown. Fig. 37 is the displacement field deduced by measuring 256 such fringe patterns.
The random error in the measured displacement component scales as the square of the diameter

s of the smallest speckle that can be resolved by the imaging system [305]. High-speed cameras
with good spatial resolution are, therefore, necessary when recording sequences of speckle
photographs. Cranz-Schardin cameras are unsuitable because light is scattered into all the lenses
on each light pulse. Rotating mirror cameras with pulsed ruby laser light sources can, however, be
used to measure displacement fields to sub-micron accuracy with fields of view of several tens of
millimetres and a time resolution of order 1ms [306]. The advantage of speckle photography over
other techniques is that it is literally non-contacting and can be used on specimens with rough
surfaces with little or no surface preparation required.

7.5. Speckle interferometry

This technique relies on the interference between two speckle patterns or a speckle pattern and
smooth reference wave. Depending on the optical configuration, it can be used to measure in-
plane or out-of-plane displacement fields. In the dynamic case, double-exposure photographs are
recorded, and changes in speckle correlation due to the object displacement are made visible by
spatial filtering. Fig. 38 is a sequence of fringe patterns from an in-plane speckle interferometer
used to measure the transient displacement field round a stationary crack in an aluminium
plate. The crack was loaded with a compressive stress pulse, and the exposures were recorded with
a single-pulse ruby laser [310]. The sequence was built up by repeating the experiment several
times with different time delays between the impact and laser pulse, but could have been recorded
as one sequence using the camera/laser system described in Ref. [306]. The fringe pattern
represents the same quantity (horizontal displacement component) with the same sensitivity
(0.4 mm) as would be obtained with moir!e interferometry, but no grating was required on the
specimen surface.
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Fig. 35. High-resolution moir!e fringe patterns showing displacement field produced by steel ball impact on PMMA

(impact velocity 115710m s�1). Horizontal grating, pitch=6.7mm, interframe time=0.95ms, field of view=16	 16mm2.

From Ref. [315].
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7.6. Holographic interferometry

This is a related technique in which a double-exposure hologram is recorded of the object before
and after deformation, using a double-pulsed ruby laser for example. When the hologram is
reconstructed, a fringe pattern is observed which can be related to the displacement component
along the bisector of the illumination and viewing directions. The technique produces very high-
quality fringe patterns, requires no specimen preparation, and can be used whenever a ‘snapshot’
of the displacement field is required. Fallstr .om et al. [311] describe one example of its application
to the visualisation of waves in isotropic and anisotropic plates. It is difficult, however, to record
sequences of holograms with a high-speed camera.

7.7. Shearing interferometry

This has been applied to dynamic fracture experiments under the name ‘coherent gradient
sensor’ [312]. An interference pattern is formed between two copies of the image, one of which has
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Fig. 36. Double-exposure speckle photograph of fast crack in PMMA. Time between exposures=15ms; crack velocity

E290m s�1. From Ref. [316].
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been laterally shifted or ‘sheared’ relative to the other. The fringes represent contours of constant
surface gradient. The surface must have a mirror finish, but this has the advantage that the
technique is much more efficient in its use of the available light than speckle or holographic
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Fig. 37. Displacement field measured from Young’s fringe patterns, produced by pointwise filtering the photograph in

Fig. 36. The crack has extended from A to B between exposures. From Ref. [316].

Fig. 38. Speckle interferometry fringe patterns showing the interaction of a stress wave with a vertical crack. Field of

view 73	 49mm2. The times of each frame may be found in Ref. [310].
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methods, so that much lower power lasers (e.g. cavity-dumped argon ion, rather than Q-switched
ruby) can be used.

7.8. Digital speckle photography

Whilst in many ways fundamentally different from the double-exposure technique described
above in Section 7.4, digital speckle photography can be regarded as its modern successor largely
due to recent improvements in computing power and digital camera technology. If a specimen is
illuminated as described above with coherent light to give a speckle pattern, ‘before’ and ‘after’
photographs are taken, then a digital cross-correlation algorithm is applied which compares small
regions of each photograph and calculates the local displacement in that region [108,307–309]. By
using a stereoscopic pair of cameras, it is possible to determine all three components of
displacement simultaneously [258].
Of course, so long as the pattern being photographed on the specimen surface is random, it does

not have to be produced directly by a laser. For example, Asay et al. [317] used a pattern of
crystals caused to glow by laser-induced fluorescence as markers in an energetic composite being
impacted by a flyer plate. Here, high-speed photography was also used to produce an entire
sequence of results from a single experiment.
Extending the concept even further, it is possible to fabricate a sample to include a random

pattern of dense particles on a plane within their bulk, and then take photographs with X-rays
rather than optically. If X-ray flashes are used, the motion of dynamic systems can be studied
effectively, since a typical X-ray flash will have a duration of as little as 30 ns. Thus, the internal
deformations of various dynamic events can be studied [259–266,318]. Illustrated below in Fig. 39
is a polyester specimen 45	 45	 24mm3 cast with a plane of lead filings inside it [260]. This was
impacted with a ball bearing travelling at 375m s�1. A stereoscopic pair of X-ray plates was
exposed before the impact, and then another pair 20ms after the impact. By scanning the
developed films into a computer and applying a 3D digital speckle photography algorithm, the
displacement map shown in Fig. 40 was calculated. This technique can even be applied to events
as rapid as shaped charge jet impact [266] (Fig. 41).
The elegance and flexibility of the digital speckle photography technique have thus allowed it to

spread into many areas of dynamic testing, since it can yield two or even three components of
displacement, quasi-statically or dynamically, inside or on the surface of a specimen.

7.9. Dynamic infrared thermography

Recently, there has been renewed interest in the energy dissipated and temperature rises
associated with bulk dynamic deformation and fracture, e.g. Refs. [319–325]. Infrared methods of
measuring temperature are well established and have the advantages that they are non-invasive
and can take measurements over a whole surface. However, care must be taken in interpreting the
measurements made as the surface emissivity is often poorly known and may change during
deformation. A fuller discussion of these problems may be found in Ref. [322]. The recent
development of infrared high-speed framing photography on microsecond timescales [324] has
opened up exciting possibilities for new discoveries, one such being the observation of hot spots in
propagating adiabatic shear bands [323].
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Fig. 39. Photograph of polyester specimen with lead filings scattered randomly on an internal plane.

Fig. 40. Calculated in-plane displacement components superimposed on a radiograph taken 20ms after the impact of a
9mm ball bearing at 375m s�1 on the specimen shown in Fig. 39. The arrows give the magnitude and direction of the

displacements. From Ref. [260].
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